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Abstract—In this letter, we propose a novel decentralized-
precoding aided rateless code, which is conceived for Wireless
Sensor Networks (WSNs). More specifically, the proposed al-
gorithm allows a collection of source nodes to precode their
information symbols in an uncoordinated manner. The precoded
symbols are then channel-encoded by a distributed rateless code
at each sensor node. This architecture enables us to eliminate an
error floor imposed on the conventional Luby Transform (LT)-
code based WSNs, without requiring a central coordinator or
any elaborate cooperations between the nodes. Our simulation
results demonstrate that the proposed distributed rateless code
is capable of attaining achievable BER performance comparable
to that of a Raptor code coordinated by a central coordinator,
while outperforming a distributed LT code.

Index Terms—Distributed storage, fountain codes, graphical
codes, network coding, rateless codes, sensor network, belief
propagation algorithm.

I. I NTRODUCTION

Wireless Sensor Networks (WSNs) [1], [2] consist of un-
reliable devices, sensors or vehicles, which can be used for
instance as a distributed storage system [3]. Typically, the
employment of an efficient Forward Error Correction (FEC)
scheme is necessary for such a virtual storage system, in
order to protect source information stored in distributed sensor
nodes. Furthermore, it is desirable for WSNs to be able to
complete the channel-encoding process in a decentralized and
distributed manner, which is for the sake of avoiding any
substantial overhead and energy consumption.

In comparison to the conventional fixed-rate FEC schemes,
the recent class of rateless codes [4] is capable of producing
a potentially infinite length of codeword, implying that its
code rate as well as the amount of redundancy does not
have to be fixed before the transmissions. The first practical
rateless code, which is the so-called Luby Transform (LT) code
[5], was invented for the Internet Binary Erasure Channels
(BECs). While LT codes tend to exhibit a high error floor
for noisy channels, such as Additive White Gaussian Noise
(AWGN) and Rayleigh fading channels, Raptor codes [6] were
conceived for the sake of combating this limitation, where a
high-rate Low-Density Parity-Check (LDPC) channel encoder
is inserted as a precoder in advance of the LT encoder. As the
result, Raptor codes benefit from an error-free performance in
noisy channel environments as well as from a practically low
decoding complexity.
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Owing to their beneficial characteristics, rateless codes were
applied to several WSN scenarios [7], [8]. For instance, in
[7] an LT code was employed at source nodes to spread
their channel-coded information symbols to WSNs without
necessitating any negotiation between the nodes. Furthermore,
the destination receiver can decode the information symbols by
gathering any subset of the LT-coded symbols, which enables
the band-efficient implementation of Incremental Redundancy
(IR), which is especially useful for broadcast- or multicast-
scenarios. However, since most of the previous studies related
to distributed storage are based on LT codes, rather than
Raptor codes, the above-mentioned error floor imposed by
noisy channels is unavoidable. Unfortunately, it is impractical
to configure a Raptor-coded WSN, because it requires the
insertion of a precoder, which has to be aided with a central
coordinator or with substantial information exchanges between
the nodes, as mentioned in [7]. One exceptional approach is
constituted by the exploitation of random walk [9], where
the redundant channel-encoded symbols are generated during
the additional transmissions in advance of the distributed LT
coding. Note that the achievable performance of this scheme
over noisy channels was not documented.

Against this background, the novel contributions of this let-
ter are as follows. We first propose an efficient decentralized-
precoding aided rateless code, where source nodes generate
redundant symbols in an uncoordinated manner. More specif-
ically, the redundant symbols are calculated so as to have
appropriate correlations with the source symbols. Hence, this
distributed-precoding architecture allows us to eliminate an
error floor imposed on the distributed LT code, similarly to
the centralized Raptor code. Importantly, owing to the fact
that the proposed precoding scheme does not rely on either
cooperative precoding or an additional random walk process,
the cost imposed on encoding the source information is as
low as that of the distributed LT code [7]. Furthermore, while
most of the previous studies with respect to the distributed
rateless codes considered a BEC, we provide simulation results
of several distributed rateless codes in the context of binary-
input AWGN channels.

The remainder of this letter is organized as follows. Section
II provides the conventional rateless-code assisted WSN and
the proposed decentralized-precoding aided rateless codes. The
related numerical analysis is carried out in Section III. Finally,
our conclusions are presented in Section IV.

II. PROPOSEDDISTRIBUTED RATELESSCODES

In this section, we firstly describe the network model
adopted in this letter. Then, we highlight the conventional
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distributed LT-code [7] based WSNs, which is followed by the
proposal of the novel distributed rateless-coding framework.

A. Network Model

Let us consider a WSN, which consists ofN storage sensor
nodes,K source nodes as well as the communication links
between them. We assume for simplicity that each source node
has a single binary information symboldk ∈ {−1, 1} (k =
1, · · · ,K), which is saved at theN sensor nodes. Moreover, a
common destination node communicates with a subset of the
sensor nodes in order to attain the stored source information.
Hence, the following two-phase transmissions are considered
in this scenario. In the broadcast phase, theK source nodes
transmit their symbols to theN sensor nodes, where the
received symbols are channel encoded at each sensor node.
Then, in the collection phase the destination node receives
the channel-coded symbols in order to decode theK source
symbols.1

B. The Conventional Distributed LT Codes

The distributed LT code enables each of theN sensor nodes
to independently generate its own channel-coded symbol.
This also allows the destination node to decode the symbols
received from any subset of theN channel coded symbols,
which is achieved as the explicit benefit of the LT-code based
rateless code. More specifically, in the broadcast phase, theK
source nodes independently transmit their symbols to theN
sensor nodes, noting that in this scheme any restriction may
not be imposed on the type of the Medium Access Control
(MAC) protocol employed. Then, letting thenth sensor node
of the interest,en number of source symbols randomly chosen,
according to a predetermined probability generating function
Ω(x) [5]. Finally, a symbolcn is determined by XORing theen
number of selected symbols, which is stored at thenth sensor
node. Here, the associated edge information, represented by
the indices of the selected source symbols, is also saved in
the memory of the associated sensor node.

To be more specific,Ω(x) is represented by

Ω(x) = δ1x+ δ2x
2 + · · ·+ δkx

k + · · ·+ δKxK , (1)

whereδk (k = 1, · · · ,K) represents the particular fraction of
check nodes having the degreeδk, noting that we have the
relationship of

∑K
k=1 δk = 1. Also, the average number of

edges connected from the variable nodes to the check nodes
is given byΩ′(1) =

∑K−1
k=1 kδk. Here, the check nodes are

represented by XOR operations at the sensor nodes, while the
variable nodes correspond to the source symbols of the source
nodes [10].

In the collection phase, the destination node receives(1 +
ϵ)K < N output symbols from arbitrary sensor nodes together
with the associated edge information, whereϵ represents the
portion of overhead symbols received at the destination node.
Then, the Belief Propagation (BP) algorithm [10] is invoked

1In order to elaborate a little further, although we considered in this letter
the scenario ofK source nodes, each having a single source bit, the proposed
scheme can be readily applicable to a more general scenario ofK/B source
nodes, each havingB ≥ 1 source bits.
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Fig. 1. Flowchart of the proposed decentralized-precoding assisted source
transmissions.

for decoding theK source symbols. In this process, the mutual
information increases upon increasing the number of iterations
between check- and variable-nodes.

C. The Proposed Decentralized-Precoding Aided Rateless
Codes

Fig. 1 depicts the broadcast phase of the proposed rateless
code, where theK source nodes transmit in totalM > K
precoded symbols. This implies that(M−K) redundant sym-
bols are added in this precoding process. Here, a certain MAC
protocol, such as Time-Division Multiple Access (TDMA) and
Carrier Sense Multiple Access (CSMA), is assumed to be
employed, where each of theK source nodes carries out its
transmissions from the first to theKth source nodes in order,
without loss of any generality.2

More specifically, as portrayed in Fig. 1, thekth source node
broadcasts its own symboldk to the other source nodes as well
as to the sensor nodes. Then, thekth source node generates a
real-valued random variablePk, which is uniformly distributed
between 0 and 1. Here, ifPk is lower than a preassigned
thresholdP , thekth source node’s transmission is completed.
Otherwise, thekth source node calculates another symboldζ
from the (k−1) previously-transmitted source symbolsdi (i =
1, · · · , k−1). More specifically,min(k−1, e) out of the(k−1)
source symbols are chosen so that the selected symbols have
the least number of connections at the instant of thekth node’s
transmission [11].3 The integer valuee obeys the probability
generating function̄Ω(x) =

∑K
d=1 δ̄kx

k, similarly to Eq. (1).
Then, a redundant symboldζ is generated by XORing the
selectedmin(k − 1, e) source symbols, which is transmitted
to theN sensor nodes.4 Finally, theN sensor nodes operate
the distributed LT encoding of Section II-B based on theM
precoded symbols, which are received during the broadcast
phase.

2In order to expound a little further, our rateless code does not support MAC
protocols, relying on purely simultaneous transmissions from the nodes, which
are for example Code-Division Multiple Access (CDMA) and Orthogonal
Frequency Division Multiple Access (OFDMA). We note nevertheless that
the hybrid scheme, such as Time-Division (TD)/CDMA and TD/OFDMA
schemes, may still be applicable to the proposed rateless code.

3This is possible because edge information corresponding to the first (k−1)
source nodes are known at the moment of thekth source node’s transmission.

4To avoid potential errors for the packets saved at storage nodes, Cyclic
Redundancy Checking (CRC) codes are typically employed at the source
nodes, which enables error detection at the source- and storage-nodes.
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Fig. 2. Tanner graph of the proposed decentralized-precoding aided rateless
code.

To provide further insights, in the proposed precoding
scheme the edges connected from the check nodes to the vari-
able nodes are directional, rather than symmetrically random.
This indicates that the redundant check node of thekth source
node, satisfying the relationship ofPk ≥ P , potentially has
the connections with the previously transmitted (k−1) source
symbols, rather than with the rest of the (K − k) source
symbols, unlike the conventional Raptor code. Although this
restriction may induce some performance degradation, we will
demonstrate later in Section III that the proposed rateless code
is capable of attaining the performance comparable to that of
the Raptor code.

We note that the above-mentioned valueP , which is in-
troduced as the threshold of the statistical redundant-symbol
generations, corresponds to the average code-rate of the pro-
posed decentralized precoder, hence the normalized transmis-
sion rate of the proposed rateless code may be defined by
R = P/(1 + ϵ). Furthermore, a higherP value leads to the
lower number of redundant symbols, hence resulting in the
degradation of the error-correction capability. This implies that
the optimization ofP imposes a design tradeoff between the
achievable error-rate performance and the transmission rate.

Fig. 2 shows the Tanner graph of the proposed rateless
code, which forms a two-stage serial-concatenated graph code,
i.e. the precoder equivalent to the systematic Low-Density
Generator Matrix (LDGM) code and the LT encoder. While
there are several potential solutions of this graph code, in this
letter we employ the tandem iterative detection [12], which is
typical for the conventional Raptor code. To be more specific,
the soft outputs of the inner LT decoder are calculated with
the aid of the number of inner iterationsILT, which are then
input to the outer iterative decoder, where we have the number
of outer iterationsIpre. Hence, the total number of iterations
becomes (ILT + Ipre). Also, we note that a higher number
of edgesdζ associated with the redundant symbols of Fig. 2
imposes a higher complexity at the distributed precoder and
the destination node’s receiver.

III. S IMULATION RESULTS

In this section the performance of our distributed rateless
code is characterized by carrying out Monte Carlo simulations.
We also considered two benchmark schemes, namely the
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Fig. 3. Achievable BER performance of the distributed LT code, the
coordinated Raptor code and the proposed decentralized-precoding aided
rateless code, each employing BPSK modulation under the assumption of
AWGN channel, exhibiting SNR = 5 dB. Furthermore, we employed (a)
Ω̄(x) = x60 and (b) Ω̄(x) = x20, x40, x60 and x80 as the precoder’s
random generating functions.

distributed LT code of Section II-B as well as the Raptor code
[6], which was assumed to be coordinated by a central node.

In our simulations, we set the LT-code’s random distribution
Ω(x) used at theN sensor nodes as [13]

Ω(x) = 0.007969x+ 0.493570x2 + 0.166220x3

+ 0.072646x4 + 0.082558x5 + 0.056058x8

+ 0.037229x9 + 0.055590x19 + 0.025023x65

+ 0.0003135x66, (2)

while that of the proposed precoderΩ̄(x) = xDc was chosen
as follows:Dc = 20, 40, 60 and80. The maximum number of
inner and outer iterations was set to (ILT, Ipre) = (200, 200).
Furthermore, the thresholdP was chosen asP = 0.95, which
corresponds to the average outer code-rate. We also considered
the Binary Phase-Shift Keying (BPSK) modulation and the
AWGN channels for the links between the sensor nodes and
the destination node.

Fig. 3(a) shows the achievable BER performance of the
three rateless codes, namely the LT code, the Raptor code and
the proposed rateless code at the Signal-to-Noise Ratio (SNR)
of 5 dB. For the Raptor code and the proposed rateless code,
we assumed forK = 9 500 source bits and theP = 0.95 code-
rate precoder. More specifically, the Raptor code employed
the systematic LDPC precoder, where each source symbol
has the degree four and the edges to the redundant check
nodes selected uniformly, similarly to [11]. Moreover, 10 000
source bits as well as the probability generating function
Ω(x) of Eq. (2) was used for the distributed LT code. Here,
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Fig. 4. Effective throughputs of the distributed LT code, the coordinated
Raptor code and the proposed decentralized-precoding aided rateless code,
each employing BPSK modulation under the assumption of AWGN channel
Here,Ω̄(x) = x60 was used at the proposed scheme’s precoder.

we note that since the distributed LT code did not utilize a
precoder, its normalized throughput may be simply expressed
asR = 1/(1 + ϵ). The random generating function̄Ω(x) of
our rateless code’s precoder was given byΩ̄(x) = x60. It was
found from Fig. 3(a) that the proposed rateless code closely
approached the performance of the coordinated Raptor code,
while a marginal performance loss was seen for BER= 10−6.
As predicted, the LT-code based system exhibited a high error-
floor for approximately BER =10−4 in the simulated regime.5

Next, Fig. 3(b) investigates the effects of the random
generating functionΩ̄(x) = xDc on the achievable BER
performance of the proposed rateless code, where we varied
Dc as Dc = 20, 40, 60 and 80. It can be seen in Fig. 3(b)
that theDc = 60 scenario attained a higher transmission
rate for BER= 10−6 than otherDc scenarios. Furthermore,
the scenarios ofDc = 20 and 80 exhibited an error floor,
similarly to the distributed LT code of Fig. 3(a). This ensures
that the appropriate design ofΩ̄(x) is vital for our distributed
rateless code. More specifically, although an increase in the
value ofDc tended to result in the performance improvement,
an excessively highDc may degrade the performance owing
to the so-called marginalization problem [10], which is caused
by the associated graph codes with cycles.

Finally, in Fig. 4 we compared the effective throughputs
of the three rateless codes and their bounds. In each frame
transmission ofK source bits, the initial number of the
received symbols was set to 10 000 and additional 100 bits
were received until the iterative decoder output the correctK
source symbols. Here, we also plotted the two corresponding
capacity-limit curves, which are represented by Continuous
input Continuous output Memoryless Channel (CCMC) ca-
pacity [14] and Discrete input Continuous output Memoryless

5Although we employed the fixed number of edges at the proposed
precoder’s redundant check nodes, which is represented byΩ̄(x) = xDc , it is
possible to reduce a marginal performance gap between the Raptor code and
the proposed code of Fig. 3(a) by considering its distributionΩ̄(x), similarly
to Eq. (2). However, the detailed optimization and analysis will be left for
our future study.

Channel (DCMC) capacity [15]. Observe in Fig. 4 that both the
proposed rateless code and the Raptor code exhibited a similar
performance, which approached the DCMC capacity limit,
while outperforming the LT code. In the simulated scenario,
the LT code’s throughput was approximately 24% lower than
other two codes at high SNRs.

IV. CONCLUSIONS

In this letter, we proposed the novel rateless code conceived
for WSNs, which can be operated in a fully decentralized
manner, while combating the error-floor limitation of the con-
ventional LT-code based counterpart. More specifically, each
source node stochastically generates a redundant symbol, such
that it has correlations with the previously transmitted source
symbols. Hence, the resultant graph-code structure becomes
similar to that of a centralized Raptor code. It was shown
in our simulations that the proposed decentralized rateless
code is capable of approaching the BER performance of the
Raptor code, while outperforming the distributed LT code.
The proposed rateless-code architecture may also be useful for
improving multi-source cooperative communications based on
the distributed LT code [16].
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