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Decentralized-Precoding Aided Rateless Codes
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Abstract—In this letter, we propose a novel decentralized-  Owing to their beneficial characteristics, rateless codes were
precoding aided rateless code, which is conceived for Wirelessapp"ed to several WSN scenarios [7], [8]. For instance, in
Sensor Networks (WSNs). More specifically, the proposed al- (71" an LT code was employed at source nodes to spread
gorithm allows a collection of source nodes to precode their their ch l-coded inf fi bols to WSN ithout
information symbols in an uncoordinated manner. The precoded erc .an.ne -codea n prma lon Symbols 10 S withou
symbols are then channel-encoded by a distributed rateless codeN€cessitating any negotiation between the nodes. Furthermore,
at each sensor node. This architecture enables us to eliminate anthe destination receiver can decode the information symbols by
error floor imposed on the conventional Luby Transform (LT)-  gathering any subset of the LT-coded symbols, which enables
code based WSNs, without requiring a central coordinator or e phand-efficient implementation of Incremental Redundancy
any elaborate cooperations between the nodes. Our simulation R hich i iall ful for broadcast lticast
results demonstrate that the proposed distributed rateless code (IR), which 1s especially usetul for broadcast- or mullcast-
is capable of attaining achievable BER performance comparable Scenarios. However, since most of the previous studies related
to that of a Raptor code coordinated by a central coordinator, to distributed storage are based on LT codes, rather than
while outperforming a distributed LT code. Raptor codes, the above-mentioned error floor imposed by

Index Terms—Distributed storage, fountain codes, graphical NOisy channels is unavoidable. Unfortunately, it is impractical
codes, network coding, rateless codes, sensor network, beliefto configure a Raptor-coded WSN, because it requires the
propagation algorithm. insertion of a precoder, which has to be aided with a central

coordinator or with substantial information exchanges between
|. INTRODUCTION the nodes, as mentioned in [7]. One exceptional approach is
constituted by the exploitation of random walk [9], where

Wireless Sensor Networks (WSNSs) [1], [2] consist of un: .
reliable devices, sensors or vehicles, which can be used tl%? redundant channel-encoded symbols are generated during

instance as a distributed storage system [3]. Typically tl%e additional transmissions in advance of the distributed LT
employment of an efficient Forward Error Correction (FE oding. Note that the achievable performance of this scheme

scheme is necessary for such a virtual storage system, r np|stytﬁhalr)mell(s wasdnotLdocum;ante?..b i f this let
order to protect source information stored in distributed senSOIAgalns IS background, the novel contributions ot this let-

nodes. Eurthermore. it is desirable for WSNs to be able {gf &€ as follows. We first propose an efficient decentralized-

complete the channel-encoding process in a decentralized glr]?lcjodmg aided rateless code, where source nodes generate

distributed manner, which is for the sake of avoiding an I ndtr;nt sy(Tb%Is '? an ubncloordlnateld Ta;nger. Moret SPﬁC'f'
substantial overhead and energy consumption. cally, the redundant Ssymbols are caiculated so as 1o have

In comparison to the conventional fixed-rate FEC schem propriate correlations with the source symbols. Hence, this

the recent class of rateless codes [4] is capable of produCergtrlbuted-precodmg architecture allows us to eliminate an

a potentially infinite length of codeword, implying that its or fioor _|mposed on the distributed LT cod_e, similarly to
code rate as well as the amount of redundancy does centralized Raptor code. Importantly, owing to the fact

have to be fixed before the transmissions. The first practié ft thetproposeddprecodlng sacdhﬁme Idoesd not rell)‘: on either
rateless code, which is the so-called Luby Transform (LT) co goperative precoding or an additional random walk process,

[5], was invented for the Internet Binary Erasure Channe‘i e cost imposed on _encoding the source information is_ as
(BECs). While LT codes tend to exhibit a high error ﬂoo},ow as that of the distributed LT code [7]. Furthermore, while

for noisy channels, such as Additive White Gaussian Noi ost of the previous studies with respect to the distributed

(AWGN) and Rayleigh fading channels, Raptor codes [6] Werg;teless codes considered a BEC, we provide simulation results
’ several distributed rateless codes in the context of binary-

conceived for the sake of combating this limitation, where .%
g put AWGN channels.

high-rate Low-Density Parity-Check (LDPC) channel encodd? X . . : .
is inserted as a precoder in advance of the LT encoder. As me'l'he remainder of this letter is organized as follows. Section

result, Raptor codes benefit from an error-free performance rg ror\gdgzetgzeccc:anr:/tfglt'loen dal :zz%g.sns'caqgg darzst;:aesds \é\ésd';lsa_?ge
noisy channel environments as well as from a practically lo Prop 1zed-p Ing ai '

decoding complexity. related numerical analysis is carried out in Section Ill. Finally,
' our conclusions are presented in Section IV.

Copyright ©2012 IEEE. Personal use of this material is permitted. How-
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distributed LT-code [7] based WSNSs, which is followed by the
proposal of the novel distributed rateless-coding framework.

No
Generate d, from d;
A. Network Model i=1-,k-1)

Let us consider a WSN, which consists ¥fstorage sensor
nodes, K source nodes as well as the communication links
between them. We assume for simplicity that each source node
has a single binary information symbd), € {—1,1} (k =
1,---, K), which is saved at th&’ sensor nodes. Moreover, a
common destination node communicates with a subset of the
sensor nodes in order to attain the stored source information.
Hence, the following two-phase transmissions are consideféd 1. Flowchart of the proposed decentralized-precoding assisted source
in this scenario. In the broadcast phase, ffiesource nodes ansmissions.
transmit their symbols to theV sensor nodes, where the
received symbols are channel encoded at each sensor néstedecoding thelX source symbols. In this process, the mutual
Then, in the collection phase the destination node receiv@formation increases upon increasing the number of iterations
the channel-coded symbols in order to decode Ahsource between check- and variable-nodes.
symbols!

Broadcast d,

C. The Proposed Decentralized-Precoding Aided Rateless
B. The Conventional Distributed LT Codes Codes

The distributed LT code enables each of fiiesensor nodes ~ Fig. 1 depicts the broadcast phase of the proposed rateless
to independently generate its own channel-coded symbgPde, where thek” source nodes transmit in totall > K
This also allows the destination node to decode the symb@Kgcoded symbols. This implies th@t/ — K') redundant sym-
received from any subset of th¥ channel coded symbols,bPols are added in this precoding process. Here, a certain MAC
which is achieved as the explicit benefit of the LT-code bas@#iotocol, such as Time-Division Multiple Access (TDMA) and
rateless code. More specifically, in the broadcast phaseytheCarrier Sense Multiple Access (CSMA), is assumed to be
source nodes independently transmit their symbols toNhe émployed, where each of thE source nodes carries out its
sensor nodes, noting that in this scheme any restriction nf&gnsmissions from the first to th€th source nodes in order,
not be imposed on the type of the Medium Access Contréfithout loss of any generaliy.

(MAC) protocol employed. Then, letting theth sensor node  More specifically, as portrayed in Fig. 1, theh source node
of the interesten number of source Symbo|s rand0m|y Chosel’b’roadcasts its own Symbdk to the other source nodes as well
according to a predetermined probability generating functigi$ to the sensor nodes. Then, fite source node generates a
Q(Jf) [5] Fina”y, a Symbokn is determined by XOR|ng then real-valued random VariabE“ which is uniformly distributed
number of selected symbols, which is stored atitttesensor between 0 and 1. Here, i}, is lower than a preassigned
node. Here, the associated edge information, representedtffgsholdP, the kth source node’s transmission is completed.
the indices of the selected source symbols, is also saveddferwise, theith source node calculates another symiol
the memory of the associated sensor node. from the (—1) previously-transmitted source symbals(i =

To be more specific)(z) is represented by 1,---,k—1). More specificallymin(k—1, e) out of the(k—1)

source symbols are chosen so that the selected symbols have
() = 61z + 692 + - + 82" + -+ k2™, (1) the least number of connections at the instant ofdthenode’s
fransmission [11}. The integer value: obeys the probability

whered, (k=1,---, K) represents the particular fraction o - I " = =Y
ting functiof(z) = 3", dxz*, similarly to Eq. (1).

check nodes having the degrég noting that we have the 9€N€ra _ :
relationship szle 5 = 1. Also, the average number of Then, a redundant symbal; is generated by XORing the

edges connected from the variable nodes to the check noggl§ctedmin(k —1,¢) source symbols, which is transmitted
is given by /(1) = kK:ll k6. Here, the check nodes ardo the N sensor node$ Finally, the N sensor nodes operate

represented by XOR operations at the sensor nodes, while @ distributed LT encoding of Section II-B based on fhe
variable nodes correspond to the source symbols of the soupEgceded symbols, which are received during the broadcast
nodes [10]. phase.

In the collection phase, the de$t|nat|0n node recejtes 2|n order to expound a little further, our rateless code does not support MAC
€)K < N output symbols from arbitrary sensor nodes togethgiotocols, relying on purely simultaneous transmissions from the nodes, which

with the associated edge information, whereepresents the '€ for example Code-Division Multiple Access (CDMA) and Orthogonal
’ Frequency Division Multiple Access (OFDMA). We note nevertheless that

portion of overhead symbols received at the destination no% hybrid scheme, such as Time-Division (TD)/CDMA and TD/OFDMA
Then, the Belief Propagation (BP) algorithm [10] is invokedchemes, may still be applicable to the proposed rateless code.
3This is possible because edge information corresponding to thekfirsk)(

Lin order to elaborate a little further, although we considered in this lettpurce nodes are known at the moment of#ttesource node’s transmission.
the scenario of< source nodes, each having a single source bit, the proposedTo avoid potential errors for the packets saved at storage nodes, Cyclic
scheme can be readily applicable to a more general scenafigy & source Redundancy Checking (CRC) codes are typically employed at the source
nodes, each having > 1 source bits. nodes, which enables error detection at the source- and storage-nodes.
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To provide further insights, in the proposed preco 10 11 12 13 14 10
scheme the edges connected from the check nodes to th

-1 -1
able nodes are directional, rather than symmetrically rar R R
This indicates that the redundant check node oftifiesource

node, satisfying the relationship @f, > P, potentially has (@) (b)

the connections with the previously transmittéd-(1) source

Symb0|5, rather than with the rest of th& (_ k-) source Fig. 3. Achievable BER performance of the distributed LT code, the
. . ordinated Raptor code and the proposed decentralized-precoding aided
symbols, unlike the conventional Raptor code. Although thfé)teless code, each employing BPSK modulation under the assumption of

restriction may induce some performance degradation, we WAl/GN channel, exhibiting SNR = 5 dB. Furthermore, we employed (a)
demonstrate later in Section Ill that the proposed rateless cédle) = 2% and (b) Q(z) = 22°,2%°,2% and 2% as the precoder’s
is capable of attaining the performance comparable to that 8jd°m generating functions.
the Raptor code.

We note that the above-mentioned valfe which is in-
troduced as the threshold of the statistical redundant-symidégtributed LT code of Section 1I-B as well as the Raptor code
generations, corresponds to the average code-rate of the ppd-which was assumed to be coordinated by a central node.
posed decentralized precoder, hence the normalized transmisn our simulations, we set the LT-code’s random distribution
sion rate of the proposed rateless code may be defined (by:) used at theV sensor nodes as [13]
R = P/(1+ ¢€). Furthermore, a higheP value leads to the ) 3
lower number of redundant symbols, hence resulting in the Q(z) = 0.007969z + 0.4935702" + 0.166220
degradation of the error-correction capability. This implies that + 0.0726462* 4 0.0825582° + 0.0560582°
the optimization ofP imposes a design tradeoff between the + 0.03722922 + 0.0555902:° + 0.0250232°°
achievable error-rate performance and the transmission rate. 66

Fig. 2 shows the Tanner graph of the proposed rateless +0.000313527, )
code, which forms a two-stage serial-concatenated graph codhile that of the proposed precod@(z) = xP< was chosen
i.e. the precoder equivalent to the systematic Low-Densigg follows: D, = 20,40, 60 and80. The maximum number of
Generator Matrix (LDGM) code and the LT encoder. Whilénner and outer iterations was set th £, /,r.) = (200, 200).
there are several potential solutions of this graph code, in tiiarthermore, the threshol® was chosen a® = 0.95, which
letter we employ the tandem iterative detection [12], which orresponds to the average outer code-rate. We also considered
typical for the conventional Raptor code. To be more specifitie Binary Phase-Shift Keying (BPSK) modulation and the
the soft outputs of the inner LT decoder are calculated withWWGN channels for the links between the sensor nodes and
the aid of the number of inner iteratiodst, which are then the destination node.
input to the outer iterative decoder, where we have the numberig. 3(a) shows the achievable BER performance of the
of outer iterationsly,,.. Hence, the total number of iterationshree rateless codes, namely the LT code, the Raptor code and
becomes fur + ). Also, we note that a higher numberihe proposed rateless code at the Signal-to-Noise Ratio (SNR)
of edgesd, associated with the redundant symbols of Fig. gf 5 dB. For the Raptor code and the proposed rateless code,
imposes a higher complexity at the distributed precoder afg assumed fok = 9 500 source bits and the = 0.95 code-

the destination node’s receiver. rate precoder. More specifically, the Raptor code employed
the systematic LDPC precoder, where each source symbol
Ill. SIMULATION RESULTS has the degree four and the edges to the redundant check

In this section the performance of our distributed rateles®des selected uniformly, similarly to [11]. Moreover, 10 000
code is characterized by carrying out Monte Carlo simulatiorsource bits as well as the probability generating function
We also considered two benchmark schemes, namely thér) of Eq. (2) was used for the distributed LT code. Here,
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Channel (DCMC) capacity [15]. Observe in Fig. 4 that both the

14 . proposed rateless code and the Raptor code exhibited a similar
1ol CCMC capacity limit performance, which approached the DCMC capacity limit,
=5 DCMC capzcity limit while outperforming the LT code. In the simulated scenario,
o .
g 107 T the LT code’s throughput was approximately 24% lower than
a, - R RR-R-RRR R XR-X .
) o other two codes at high SNRs.
2
2 IV. CONCLUSIONS
E In this letter, we proposed the novel rateless code conceived
£ o LT oode for WSNs, which can b ted in a fully decentralized
£ ~ %~ Raptor code or s, which can be operated in a fully decentralize
& Proposed manner, while combating the error-floor limitation of the con-
00 ‘ ‘ ‘ ventional LT-code based counterpart. More specifically, each
"5 0 5 10 15 source node stochastically generates a redundant symbol, such
SNR [dB] that it has correlations with the previously transmitted source
symbols. Hence, the resultant graph-code structure becomes
Fig. 4. Effective throughputs of the distributed LT code, the coordinategimilar to that of a centralized Raptor code. It was shown

Raptor code and the proposed decentralized-precoding aided rateless cgflegyr simulations that the proposed decentralized rateless

each employing BPSK modulation under the assumption of AWGN channel de i bl f hi the BER " f th

Here,Q(z) = 250 was used at the proposed scheme’s precoder. code Is capable O approac Ing € ; pgr ormance of the
Raptor code, while outperforming the distributed LT code.

The proposed rateless-code architecture may also be useful for
we note that since the distributed LT code did not utilize "Proving multi-source cooperative communications based on

precoder, its normalized throughput may be simply express‘é’t?
asR = 1/(1 + ¢). The random generating functida(z) of

our rateless code’s precoder was given(hyt) = x°. It was
found from Fig. 3(a) that the proposed rateless code closel
approached the performance of the coordinated Raptor code,
while a marginal performance loss was seen for BERO=¢.  [2]
As predicted, the LT-code based system exhibited a high error-
floor for approximately BER 40~ in the simulated regime. [3]

Next, Fig. 3(b) investigates the effects of the random
generating function(z) = «”< on the achievable BER |,
performance of the proposed rateless code, where we varied
D. as D, = 20,40,60 and 80. It can be seen in Fig. 3(b)
that the D, 60 scenario attained a higher transmission[s]
rate for BER= 10~ than otherD, scenarios. Furthermore, [6]
the scenarios ofD, = 20 and 80 exhibited an error floor,
similarly to the distributed LT code of Fig. 3(a). This ensureg]
that the appropriate design 0f(x) is vital for our distributed
rateless code. More specifically, although an increase in tH@
value of D, tended to result in the performance improvement,
an excessively highD, may degrade the performance owing
to the so-called marginalization problem [10], which is causeff!
by the associated graph codes with cycles.

Finally, in Fig. 4 we compared the effective throughputgo]
of the three rateless codes and their bounds. In each fram?
transmission of K source bits, the initial number of the
received symbols was set to 10 000 and additional 100 bits
were received until the iterative decoder output the corféct [12]
source symbols. Here, we also plotted the two corresponding
capacity-limit curves, which are represented by Continuous
input Continuous output Memoryless Channel (CCMC) c&t3!
pacity [14] and Discrete input Continuous output Memoryless

[14]

5Although we employed the fixed number of edges at the propos&ﬁ]
precoder’s redundant check nodes, which is representét{ by = x ¢, it is
possible to reduce a marginal performance gap between the Raptor code an
the proposed code of Fig. 3(a) by considering its distribufigm), similarly
to Eq. (2). However, the detailed optimization and analysis will be left for
our future study.

distributed LT code [16].
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